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SERIES PREFACE

It has been said that we are at an inflection point in the development and use of Artificial Intelligence (AI). The exponential growth in data in the past decade – from 2 trillion gigabytes in 2010 to around 33 trillion at the end of 2018, and an anticipated 175 trillion by 2025 – has enabled giant datasets to be compiled and used as the basis for developing ever-more sophisticated AI systems.

Those systems are in turn being used – in commercial, military, consumer and other contexts – to enhance humans’ ability to carry out tasks, or to replace humans altogether. From self-driving cars and robotic carers, to autonomous weapons and automated financial trading systems, robotic and other data-driven AI systems are increasingly becoming the cornerstones of our economies and our daily lives. Increased automation promises significant societal benefits. Yet, as ever more processes are carried out without the involvement of a ‘human actor’, the focus turns to how those robots and other autonomous systems operate, how they ‘learn’, and the data on which they base their decisions to act.

Even in Singapore, which ranks among the world’s leading nations in the International Development Research Centre’s Government Artificial Intelligence Readiness Index, questions inevitably arise as to whether existing systems of law, regulation and wider public policy remain ‘fit for purpose’, given the pace and ceaselessness of change. That is, do they encourage and enable innovation, economic growth and public welfare, while at the same time offering protection against misuse and physical, financial or psychological harm to individuals?

To this end, the Singapore Academy of Law’s Law Reform Committee (‘LRC’) established a Subcommittee on Robotics and Artificial Intelligence to consider, and make recommendations regarding, the application of the law to AI systems.

Having considered current Singapore law, as well as legal and policy developments in other parts of the world, the LRC is now publishing a series of reports addressing discrete legal issues arising in an AI context.

There is currently much work being undertaken at a national and international level in this field. Domestically, the Singapore Government has published the second edition of its Model AI Governance Framework and launched a National Artificial Intelligence Strategy to reap the benefits of systematic and extensive application of new technologies. The LRC hopes that its reports will complement and contribute to these efforts and help Singapore law – through legislation or ‘soft law’ – to develop in a way that fosters socially and economically beneficial development and use of robotic and AI-driven technologies.

The series does not purport to offer comprehensive solutions to the many issues raised. The LRC hopes, however, that it will stimulate systematic thought and debate on these issues by policy makers, legislators, industry, the legal profession and the public.
OTHER REPORTS IN THIS SERIES

- Applying Ethical Principles for Artificial Intelligence and Autonomous Systems in Regulatory Reform (published July 2020)
- Rethinking Database Rights and Data Ownership in an AI World (published July 2020)
- Report on the Attribution of Civil Liability for Accidents Involving Autonomous Cars (published September 2020)
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REPORT ON CRIMINAL LIABILITY, ROBOTICS AND AI SYSTEMS

EXECUTIVE SUMMARY

1 Autonomous robotic and artificial intelligence (‘RAI’) systems are increasingly being deployed across all aspects of our lives, and engaging with humans ever-more frequently. Alongside the numerous benefits likely to result from such developments, the risk that those systems cause physical, emotional or economic harm or damage to humans or property can also be expected to increase.

2 Against that backdrop, this report highlights certain potential risks posed to humans and property by the use of RAI systems, and examines whether and how Singapore’s criminal laws may apply, and criminal liability may arise, in such situations.

A CRIMINAL LIABILITY AND RAI SYSTEMS

3 Attribution of criminal liability to a person generally requires both a wrongful act (or, in certain cases, omission) and – strict liability offences aside – a mental or “fault” element on the part of the person carrying out the act. That fault element (also known as “mens rea”) may involve intention, wilfulness, knowledge, rashness, or negligence.

4 The increasing autonomy of RAI systems, and the corresponding reduction in the roles of humans in the actions of those systems, can raise challenges in attributing criminal liability and holding someone responsible where harm is caused.

• While criminal liability can be imposed on natural or legal persons – and thus on both humans and corporate entities – an RAI system is not a legal person on which criminal responsibility could be placed directly.

• Moreover, every decision made by an RAI system is the result of a long causation chain. The ultimate decision to act in a certain way – which in a non-RAI context would be made only by the human undertaking that act – is instead distributed further up the decision-making chain, muddying the identification of blameworthy actors.

5 Complex questions therefore arise as to (a) which aspect of the RAI system factually caused it to act the way it did (resulting in harm), (b) which party (or parties) – be that the system manufacturer, the system owner, a component manufacturer, or a software developer – was responsible for that aspect, and (c) whether that party could have foreseen or mitigated the harm. Determining those issues may entail a highly
complex assessment (factually and technologically), which may not yield a clear outcome.

6 More broadly, consideration must be given to whether – from a policy perspective – it is appropriate to apply criminal law in a given context. This involves balancing societal imperatives (e.g., encouraging those who deploy RAI systems to take necessary safety measures; setting socially-acceptable standards for use of RAI systems; condemning morally unacceptable behaviour) with the desire to avoid having a chilling effect on innovation and RAI system development through the imposition of unreasonable burdens or disproportionate liability exposure.

7 Given the wide variety of both RAI technologies and the applications and settings in which they may be used (each entailing differing sources and levels of risk, responsibility and potential benefit), a ‘one size fits all’ approach to questions of liability is not practicable. In some circumstances, the seriousness of the (potential) harm, the degree of moral culpability or the need for deterrence may justify making certain wrongful acts subject to criminal penalties. In others, non-criminal enforcement and penalties may be deemed a sufficient or preferable sanction and deterrent against future harms.

8 In light of the above, whether – and on whom – any criminal liability for a harmful act involving an RAI system should be imposed is likely to be a function of: (a) the severity and risk of actual or potential harm inherent in the use of the system in the relevant context; (b) the level of automation of that system; and (c) the degree of human oversight over, and involvement in, the system’s decision-making (if any).

- Where the level of automation is more limited and/or the degree of human oversight greater, it is likely to be relatively straightforward to identify a human user to whom liability may (where appropriate) be attributed or on whom certain obligations may be imposed.

- In some instances, particularly as automation increases, it may be necessary or appropriate to define expressly in laws or regulations (a) who the user of the RAI system is deemed to be, and/or (b) the responsibilities on them to oversee or control its behaviours.

- With fully-automated, “human-out-of-the-loop” systems (where the RAI system, within set parameters, makes and executes decisions without any human input or interaction), there may be no identifiable human user involved. This raises questions as to who, if anyone, should be held responsible for any harm caused, and on what basis.

9 Where a human ‘user-in-charge’ does remain involved in the use or operation of an RAI system, it is useful to distinguish between cases of
**intentional** criminal use of (or interference with) the RAI system, and those where **non-intentional** criminal harm is caused.

10 **Intentional harm** – It seems uncontroversial that where a person (including a third party who is not the user-in-charge) **intentionally** uses or causes an RAI system to cause harm, that person should be liable for the act.

- While existing laws (for example, certain offences under the Computer Misuse Act or Penal Code) may be capable of addressing certain malicious uses of RAI systems, there are potential limitations or ambiguities in such coverage.
- As such, we consider that there is merit in reviewing those existing laws to identify and fill any gaps, so as to ensure that intentional harms caused through the use of RAI systems are effectively caught.

11 **Non-intentional harm** – The operation of RAI systems may result in harm, even though the human user-in-charge did not intend it and there was, for example, no unlawful interference on the part of someone other than the user-in-charge.

- In such a case, it would seem difficult to argue that the human user had the requisite mental state to be found to have committed a criminal offence, at least for offences where the fault element requires intention or knowledge. Nor is it clear that any other natural or legal person could be shown to have intended or known the harm would occur.
- However, the fault element of certain offences can also be satisfied (and thus criminal liability imposed) where a person did not intend the harm, but was criminally negligent. Sections 304A and 338 of the Penal Code, for example, impose criminal liability on a person who causes death or grievous hurt by his or her rash or negligent act.
- The Penal Code (s 26F) defines a person doing an act “negligently” for the purposes of any criminal offence as a person omitting to do an act that a reasonable person would do, or doing an act that a reasonable person would not do.

12 It is therefore prudent to consider whether criminal negligence frameworks may provide an appropriate basis for attributing liability where non-intentional harms arise from the operation of RAI systems.

**B CRIMINAL NEGLIGENCE**

13 Certain harms from RAI systems may fall within the existing negligence-based offences in the Penal Code. In other cases, the RAI system or type of harm (particularly non-physical harm) in question may not fall comfortably within those Penal Code provisions, as presently defined.
Moreover, inherent in the way the negligence-based Penal Code offences are framed is the need to both (a) determine what an objective 'reasonable person' would do in a given circumstance, and (b) prove that that standard was breached in the case at hand. Both those aspects can create challenges where applied to harms resulting from the operation of RAI systems.

Under the negligence-based offences in the Penal Code, it is for the courts to determine what constitutes 'reasonable' conduct in an individual case, applying or adapting standards from past cases, or defining new ones. This enables the law to adapt to new circumstances and technologies. But it is also inherently uncertain. The concern is that such uncertainty may have a chilling effect on the development or use of RAI systems, if developers or users fear that they may (inadvertently) fall foul of the law.

To mitigate such concerns, the nature and extent of the standard of reasonable conduct imposed by the law could be set out more precisely in legislation. However, it is unlikely to be practicable to set such a standard (or standards) in law across the board for all possible applications of RAI systems, all sectors, and/or all possible risks of harm. This is especially so in sectors where RAI technologies and their applications are evolving rapidly.

Even where the nature and extent of the standard of conduct can be established, it must still be proved in a particular case that that standard has been breached.

Where the standard is imposed on a human, that may be relatively straightforward to demonstrate. However, greater challenges arise where harm is caused by the way the RAI system operates but the human user-in-charge was not negligent, or there was no human user at all.

In such cases, there may be various reasons, unrelated to the user’s actions, why the harm in question arose or why the RAI system otherwise failed to comply with the law. Again, in certain circumstances – such as third party interference – those reasons will be apparent and the person ‘to blame’ easily identified. However, in others, the reason for the RAI system’s actions, and thus what caused the harm, may not be so apparent. For example, the cause of the harm might lie in the RAI’s algorithmic software. Particularly with more complex RAI systems, it may be very difficult (in some instances, practically impossible) to establish definitively the process by which the RAI system determined to take a particular action.

And even if that can be established, questions then arise as to who was responsible for that aspect of the RAI systems’ decision making, and whether they acted in a way which would justify the imposition of criminal liability.
C POSSIBLE ALTERNATIVE APPROACHES

21 There is therefore merit in considering whether other mechanisms for applying criminal law may be preferable to, or could usefully supplement, reliance on criminal negligence. This report considers three such approaches. These are not intended to be exhaustive, nor mutually exclusive.

22 This report does not purport to advocate that any particular basis should be adopted by legislators in relation to a specific form of harm or RAI application. Rather, it aims to explore different ways in which criminal laws might – in principle – be formulated and applied to non-intentional harms ‘caused’ by RAI systems, and the extent to which those approaches might address the various challenges in imposing criminal liability identified above.

Legal personality for RAI systems

23 One possibility that has been debated is the creation of a new form of legal personality (or ‘personhood’) for RAI systems, such that criminal liability could be imposed directly on the RAI system itself.

24 This has been compared to the way in which corporations have been accorded legal personality and may be found criminally liable. And on its face, there is some appeal in the possibility that it could help limit the need to get ‘under the bonnet’ of the RAI system and identify which specific part(s) of that system caused the decision to act as it did, and which of the parties involved in the system’s development or deployment should therefore be held responsible for that act.

25 The contrary (and – at the current state of technological advancement – in our view more compelling) argument is that criminal laws should continue to be formulated on the basis that they seek primarily to shape or impact human behaviour. It is somewhat unclear, for example, how imposing criminal liability and sanctions on an RAI system directly would ‘punish’, ‘deter’ or ‘rehabilitate’ the system itself. And if the objective is instead to deter or penalise those responsible for the RAI system, that could arguably equally be achieved through legal mechanisms that do not require new forms of legal personality to be created.

New offences for computer programs considered by the PCRC

26 An alternative approach was considered by the Penal Code Review Committee (PCRC) in 2018. Specifically, the PCRC put forward (albeit simply as a “starting point for future discussions”) two possible new criminal provisions that would, respectively:

- target the creation of risk by developers or operators of computer programs through their rash or negligent creation,
alteration or use of a computer program, even where no hurt or injury were caused; and,
• impose a duty on those with control over a computer program to take reasonable steps to cease harms that may result from computer programs after they manifest.

27 Such laws may help address two of the challenges with attributing criminal liability raised above, including potentially in scenarios where the RAI system is acting fully autonomously without direct human involvement or oversight. That is, they aid identification of (a) the (legal) person(s) to whom liability should be attributed, and (b) the parameters of the duties to which that person is subject.

28 However, the PCRC’s offences do not stipulate the exact contours of the standards or obligations they impose. As such, they do not necessarily address the difficulty of determining if those standards have been breached (i.e., what constitutes a rash or negligent act or omission in a given case).

29 Furthermore, there still remains the broader policy concern that potential criminal liability for non-intentional harms could have an unintentional chilling effect on innovation and the deployment of societally-beneficial RAI systems in Singapore.

30 Even if an approach akin to that envisaged by the PCRC were to be adopted, therefore, it would appear prudent to limit any such offences to, for example, specific high-risk use cases, and to set out more precisely in legislation the relevant obligations imposed and/or standards to be met in a particular case.

Workplace safety legislation as a model

31 However, there remains the possibility that the operation of an RAI system results in death, serious personal injury or widespread public harm, but no individual can be identified as having directly caused that harm (whether intentionally or negligently).

32 By definition, a negligence-based framework for criminal liability would be inapplicable in such cases, regardless of how precisely the relevant obligations or standards of conduct were set out. Yet there may still be strong public demands for someone to be held accountable. To narrow risks of such an “accountability gap”, one approach would be to adopt a model more akin to that in existing workplace safety legislation, where duties are imposed on specified entities to take, so far as is reasonably practicable, such measures as are necessary to avoid harm.

33 In the workplace context, those duties are imposed on occupiers and employers. For RAI systems, it might be whichever entity(ies) is best placed – based on their proximity to the RAI system and its operation, and
their resources – to take action (i.e., to prevent, address and rectify dangers posed by RAI systems) and to change future outcomes.

34 This would shift the focus away from investigators having to determine the specific cause of the harm or prove negligence on the part of a (natural or legal) person, and move instead towards a focus on whether the relevant entity breached its statutory duty to take all reasonably practicable measures to avoid the harm. From an enforcement perspective, this has the advantage of avoiding the need to prove a direct or scientifically precise causation between the harm that resulted and a particular breach of duty (which, as noted above, may be factually and technologically challenging).

35 On the other hand, such statutory duties place a significant onus on defendants, and caution is therefore merited. Nonetheless, for policy reasons, such a burden may be considered to be justified in specific (and likely exceptional) circumstances, or for particular technologies, where:

(a) risks of serious harm are particularly acute or there is felt to be a particular moral imperative on the entity in question to prevent the RAI system causing harm; and,

(b) there is a strong public desire for accountability.

36 Concerns of ‘over-criminalisation’ could be further mitigated by, for example, calibrating and constraining the sanctions imposed to ensure they are proportionate to the nature of the offence and the entity’s degree of blameworthiness (indeed, this is true whatever approach to imposing liability is taken).

37 Ultimately, whether and when it is justified to place such an onus on those responsible for RAI systems is a policy judgment for lawmakers, balancing demands for accountability with the desire not to unduly stifle innovation and impede the societally-beneficial development and use of RAI systems.

38 Even if criminal liability is not considered appropriate in a given instance, models akin to those discussed above might still be suitable for adoption, but reframed so as to impose only regulatory controls and sanctions.

39 Regardless of the approach taken, it is apparent that the use of RAI technologies will continue to give rise to new forms of harm and thus to continue to challenge existing laws and regulations, requiring legislators to respond with agility to new and emergent risks. We hope that this report will be a catalyst to proactive analysis and well-informed debate, even as the technology rapidly evolves.
CHAPTER 1

INTRODUCTION

1.1 Autonomous robotic and artificial intelligence (‘RAI’) systems are increasingly being deployed across all aspects of our daily lives, and engaging with humans ever-more frequently. As such deployment and use becomes more widespread and the degree of interaction between RAI systems and humans increases, alongside numerous benefits, the risk that those systems may cause physical, emotional or economic harm or damage to humans or property can also be expected to increase. In recent years, for example, there have already been incidences of:

(a) A self-driving car colliding with and killing a pedestrian, having initially misidentified her first as an unknown object and then as a vehicle;3, 4

(b) AI-based software being used to impersonate the voice of the chief executive of a multinational company to deceive another employee into making a fraudulent transfer of €220,000 (S$350,000);5

---

1 The subcommittee wishes to express its gratitude to Ms. Geraldine Zhang from the Singapore Management University and Mr. Zane Chong Weng Teng from the National University of Singapore for their assistance in and contributions to the research and writing of this report.

2 Although the term ‘robotics’ can be used to describe any computer-controlled machine used to perform tasks, this report is concerned only with those robotic technologies powered by an artificial intelligence (AI) component, in particular those where the AI system in question is able to act (wholly or partly) autonomously.


(c) ‘Bots’ being deployed to spread disinformation in advance of elections and in relation to critical public health issues;

(d) German regulators classifying an AI-enabled child’s doll as ‘illegal espionage apparatus’ over fears that it could be used to spy on children;

(e) A number of self-learning ‘chatbots’, deployed to engage with users on social media, picking up on those users’ misogynistic and offensive comments and replying in kind;

(f) Concerns being raised that high-frequency algorithmic trading could facilitate financial market abuse, or – given the interrelatedness of financial markets – amplify systemic risks and precipitate market crashes;

(g) The use of RAI systems to automate highly-targeted cyber-attacks (known as “spear phishing”), thereby substantially increasing the number of individuals or organisations that can be attacked and facilitating “an entirely new scale of cyber-attack”, and,


12 This is a cyber-attack where an email is tailored to a specific individual or organisation, usually with the intent to steal data or install malware on a target computer or network.

Concerns regarding the use of “Adversarial AI” – that is, the use of AI-enabled systems to attempt to fool other AI systems into making incorrect classifications or decisions (for example, by making very subtle alterations to pictures, three-dimensional models or signs that the AI system then misrecognises).\textsuperscript{14}

1.2 Not all of these examples would or should necessarily incur criminal liability, nor are they raised to suggest that RAI systems are inherently dangerous or detrimental. In many ways, RAI systems will bring significant, sometimes transformative, benefits to society. But where harm to humans, property or wider society does occur, questions necessarily arise as to who is responsible, whether the harm could or should have been prevented, whether those responsible should be sanctioned, and, if so, whether criminal sanctions are appropriate.

1.3 Against that backdrop, this report considers possible risks that the creation and operation of RAI systems pose to humans and property, and examines, when harm does arise, whether and how criminal laws may apply and criminal liability may be attributed\textsuperscript{15}. This includes both situations where RAI systems are used to facilitate a human being’s wilful criminal acts, and those where it is less straightforward to impute criminal intent to a human actor. The report also studies the extent to which existing laws may or may not be suitable in this regard, and evaluates certain possible alternative or supplementary approaches.

1.4 As RAI systems are still evolving, and are likely to have a near-limitless range of applications, it would not be realistic to attempt an exploration of the contours of criminal liability for all potential uses of RAI systems. Nor, indeed, is a universally applicable, ‘one size fits all’ approach to the application of criminal liability across all such uses likely to be practicable or appropriate.

1.5 This report therefore does not take a scenario-by-scenario approach, but instead analyses relevant issues through a broad framework focused on two principal vectors: whether or not a human is involved in operating, affecting, or overseeing the RAI system (which generally relates to the degree of automation of that system), and, where such a human is involved,

---

\textsuperscript{14} The concern being that such Adversarial AI could be employed to trick AI-powered cybersecurity systems into allowing malware through firewalls. See id. at [322], [324].

\textsuperscript{15} We note that harms resulting from the operation of RAI systems may equally give rise to civil liability (e.g., a private claim for damages). Such issues are beyond the scope of this report. However, certain issues raised in this report – in particular regarding determining to whom liability should be attributed – also arise in a civil liability context. See, in relation to accidents involving autonomous cars, Law Reform Committee, Singapore Academy of Law, Report on the Attribution of Civil Liability for Accidents Involving Autonomous Cars (September 2020) (Co-Chairs: Justice Kannan Ramesh and Charles Lim Aeng Cheng) <https://www.sal.org.sg/Resources-Tools/Law-Reform/Autonomous_Cars> (accessed 1 February 2021).
whether they intended or knew the harm would occur. Our hope is that that broad framework can be applied to, or can provide guidance regarding, the use of RAI systems across different sectors.

1.6 In light of the above, the remainder of this report is divided as follows:

(a) **Chapter 2** explores the fundamental elements of criminal law and criminal punishment, and how these elements apply to the use of RAI systems.

(b) **Chapter 3** considers the varying degrees of human involvement in RAI-enabled decision-making and the impact of that on applying criminal law.

(c) **Chapter 4** considers the application of criminal liability to users-in-charge of RAI systems and other related parties where operation of those systems results in harm, and the existing and possible alternative or supplementary mechanisms by which criminal law may, where appropriate, be imposed.
CHAPTER 2

THEORETICAL BASES OF CRIMINAL LIABILITY

A ELEMENTS OF CRIMINAL LAW AND CRIMINAL PUNISHMENT

2.1 Criminal law, at its core, concerns the regulation of human behaviour. Even where criminal liability is imposed on a corporate entity, regard is ultimately still had to human actors,\(^{16}\) whether as the “directing mind and will” of the company (and thus as embodying the company), or as its agent. With RAI systems expected to replace humans in a range of physical and cognitive roles, there is therefore benefit in examining whether and how the fundamental premises of criminal law continue to be relevant in this new paradigm.

2.2 Broadly stated, criminal law fulfils three aims:\(^{17}\) to punish the offender; to protect the community against those who cause harm and are dangerous; and to protect offenders by putting them through a system of criminal justice that aims to impose a punishment proportionate to the seriousness of the crime committed. To these ends, criminal law requires three familiar elements that determine whether an accused person should be liable for a crime:

(a) **The accused’s conduct, or the “physical element”\(^ {18}\) of an offence** – that is, any fact, proof of which is needed to establish liability under that offence, that is not a fault element of the offence. For present purposes, three aspects of the physical element warrant mention. First, it extends beyond positive actions to omissions or failures to act, where there is a duty to act. Second, it requires the accused’s conduct to have been voluntary, and not involuntary. Third, it is not just harm that has been caused that is relevant, but also threatened harm (e.g., liability imposed for dangerous driving, even if nobody has been injured).

(b) **The accused’s state of mind, or the “fault element” of an offence.\(^ {19}\)** This refers to any state of mind, proof of which is needed to establish liability under a particular offence,
including: (a) intention to cause harm, (b) knowledge that harm is likely to result, (c) wilfulness, (d) rashness in realising that harm may result, and (e) negligence. The fault element (also known as mens rea) centres on the accused’s mental state, and asks what was in his/her mind at the time of the offence. For present purposes, it should be noted that – in contrast with intention, wilfulness, knowledge, and rashness, which all address the accused’s subjective state of mind – negligence (i.e., failing to exercise proper care and precaution) is assessed by an objective standard.

(c) Any applicable “exculpatory”20 defences that may mitigate or relieve the accused of criminal responsibility. Such defences operate either as “excuses” or “justifications”. Excuses (e.g., unsoundness of mind), operate as defences as the law in such a case cannot hold the accused responsible for the harm in question. On the other hand, justifications (e.g., private defence) focus on the nature of the conduct in question.

2.3 In most cases, criminal liability is followed by criminal punishment, which is normally applied pursuant to one or more of the following purposes: (a) retribution, (b) deterrence, (c) incapacitation, and (d) rehabilitation. We do not see a need to elaborate on these purposes – as they are well-understood and are not the primary focus of this report – save to say that it is worth remembering that criminal punishment should be imposed to achieve a judicious and pragmatic balance of these purposes as a matter of justice and policy – an objective that can sometimes be forgotten in the heat generated by this topic.

B ISSUES ARISING IN SEEKING TO APPLY CRIMINAL LAW TO RAI SYSTEMS

2.4 Given (a) the focus of existing criminal laws primarily on the regulation of human behaviour, (b) the increasing autonomy of RAI systems, and (c) the corresponding reduction in the roles of humans in the decision-making processes of those systems, challenges may arise in attributing criminal liability and holding an individual responsible where harm results from the operation of RAI systems. In particular:

- While criminal liability can be imposed on natural or legal persons – and thus on both humans and corporate entities – an RAI system (such as an intelligent robot) is not a legal person on which criminal responsibility could be placed directly.

20 Defences may also be ‘non-exculpatory’, that is, they concede blameworthiness but recognise overriding policy considerations (such as diplomatic immunity). Such defences are outside the scope of this report, however, and not considered further.
Moreover, every decision made by an RAI system is the result of a long causation chain. The ultimate decision to act in a certain way – which in a non-RAI context would be made by the human undertaking that act – is instead distributed further up the decision-making chain, muddying the identification of blameworthy actors.

2.5 Difficult questions therefore arise regarding not only (a) which aspect of the RAI system factually caused it to act the way it did (resulting in harm), but also (b) which party (or parties)\(^\text{21}\) was responsible for that aspect, and (c) whether such party could have foreseen or mitigated the harm.

2.6 Determining those issues may entail a highly complex assessment (factually and technologically), which may not yield a clear outcome. As will be discussed, this may especially be an issue for certain forms of ‘machine learning’-based RAI systems, whose algorithms utilise input data to make decisions or predictions, and thus to ‘learn’ how to complete a task without having to be specifically programmed how to do so.

2.7 More broadly, consideration must be given to whether – from a policy perspective – it is appropriate to apply criminal law in a given context or whether, for example, civil liability and/or non-criminal regulatory sanctions may be sufficient or more appropriate. This entails balancing societal imperatives (e.g., encouraging deployers of RAI systems to take necessary safety measures; setting socially-acceptable standards for use of RAI systems; condemning morally unacceptable behaviour) with the desire to avoid disincentivising innovation in RAI system development through the imposition of unreasonable burdens or disproportionate liability exposure.

2.8 Given the wide variety of AI technologies and the myriad applications and settings in which they may be used – each entailing differing sources and levels of possible harm and potential liability (and, indeed, differing levels of potential societal utility and benefit) – a ‘one size fits all’ approach would not appear practicable. Indeed, the same is true in a non-RAI context, where one finds that different approaches have been taken in different scenarios by policy makers in Singapore. In the context of regulatory rules, for example, examples exist of both:

(a) Criminal sanctions being employed to enforce regulatory compliance, especially where the safety of employees or members of the public is considered by the policy makers to be at risk, or where there is felt to be a need to convey particular moral censure. These range from health products to biomedical research to aviation and construction activities.

\(^\text{21}\) For example, the user, the system manufacturer, the system owner, a component manufacturer, a software developer, etc.
(b) Conversely, regulatory compliance being enforced through non-criminal sanctions such as suspension of licences and civil financial penalties (e.g., under the Personal Data Protection Act). The implication here is that non-criminal penalties are viewed as an adequate sanction (in relation to criminal law’s moral and punitive function) and as a sufficient deterrent against future misconduct by the sanctioned party and others, without requiring the stigma of a criminal conviction.  

2.9 As noted, a similar spectrum is likely to exist in relation to different RAI systems and different scenarios in which they are employed. We would posit that the preferred solution to breaches of the law may well predominantly be a regulatory, non-criminal one, particularly in light of the evolving nature of the technologies involved, and the broader desire to promote innovation in RAI technologies and systems.

2.10 An illustration might be a situation in which an autonomous car breaks the speed limit, or jumps a red light, despite having been designed with the intention that it would comply with road traffic laws, or where RAI-enabled trading systems tacitly engage in collusive practices without the knowledge or intent of their deployers. In such circumstances, a range of non-criminal regulatory sanctions might be imposed, depending on the severity of the breach. These may include improvement notices, civil fines or suspension or withdrawal of approval. Rather than being principally deontological, such regulatory enforcement would serve a more...
‘instrumental’ purpose and form part of a feedback loop to ‘debug’ errors and address unintended ‘blind spots’.25

2.11 Nevertheless, in other circumstances, the seriousness of the harm or potential harm, the degree of moral culpability or the need for deterrence may justify utilising criminal sanctions or making certain wrongful acts involving RAI systems a criminal offence.

2.12 Before we go on to further consider the basis on which criminal liability may be imposed in such cases, it is useful to briefly explore the extent to which humans and RAI systems may interact in the making of an RAI-enabled decision. This, and its implications for the imposition of criminal liability, will be explored in the next chapter.

CHAPTER 3

THE EXTENT OF HUMAN INVOLVEMENT IN RAI-ENABLED DECISION-MAKING AND THE EFFECT ON CRIMINAL LAW

A DECISION-MAKING MODELS

3.1 The Personal Data Protection Commission’s Model AI Governance Framework\textsuperscript{26} posits three broad approaches on the extent of human oversight over RAI-enabled decisions. These are:

(a) **Human-in-the-loop ("HITL").** The HITL approach involves a human decision-maker who relies on the intelligent system to suggest one or more possible options. The human, however, makes the final decision to proceed with the relevant action. As humans still remain an integral part of the decision-making process, they are “in the loop”.

(b) **Human-over-the-loop ("HOVTL").** In a HOVTL system, the human is not directly involved in deciding or carrying out the relevant decision, but retains oversight over the entire decision-making process. He or she might even influence the process by adjusting the parameters of decision-making during the operation of the algorithm.

The operation of a GPS system is one such example: the system decides between possible routes to get from one point to another, but the driver retains oversight (in ultimately deciding whether to follow that route) and influence (in altering the parameters, such as for unforeseen road obstructions).

(c) **Human-out-of-the-loop ("HOOTL").** Under the HOOTL approach, within set parameters, the AI system is responsible for all aspects of the making and execution of the decision, without any human input or interaction.

An example is the decision-making of an autonomous cleaning bot, which maps out and executes the best path for cleaning a location, excluding “no-go zones” pre-determined by humans.

3.2 As can be seen, the choice of decision-making model determines the extent of oversight, control and responsibility the human user has over/for the decision in question.

B LEVELS OF AUTOMATION

3.3 A similar schematic can be seen in the various classifications that have been adopted to define an RAI system’s level of automation, and which describe the shifting roles of humans and RAI systems as such automation increases.

3.4 While these models differ in their specific classification of different levels of automation, and in the specific nomenclature adopted (which is to be expected given that they refer to different industries involving different actions and skillsets), they each describe a graduated transition from manual to automated operation. In this way, they help provide, to some degree, a ‘common language’ on which laws and policies can start to be built. Below, we set out various examples of these models.

3.5 The first model – now widely adopted by regulators and stakeholders in the transport sector27 – is the scale of automation developed for automated vehicles by the Society of Automotive Engineers International (‘SAE’).28 This six-level classification, summarised in the table below, ranges from “no automation” (Level 0), where the human driver performs all driving functions, to “full automation” (Level 5), where the vehicle can drive itself anywhere a human driver can, with no human input.

<table>
<thead>
<tr>
<th>Level</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td><strong>No automation.</strong> A human driver performs all aspects of all driving tasks, even though these can be enhanced by warning or intervention systems.</td>
</tr>
<tr>
<td>1</td>
<td><strong>Driver assistance.</strong> The driver assistance feature(s) can carry out either steering or acceleration and deceleration.</td>
</tr>
<tr>
<td>2</td>
<td><strong>Partial automation.</strong> Various driver assistance features can combine to carry out both steering and acceleration or deceleration. The driver is responsible for monitoring the driving environment and must remain actively engaged in the driving task.</td>
</tr>
<tr>
<td>3</td>
<td><strong>Conditional automation.</strong> The driving automation features are generally capable of performing all driving tasks but the human driver, as a “fallback-ready user”, is expected to respond appropriately to any request to intervene. Thus, while the driver is not expected to monitor the driving...</td>
</tr>
</tbody>
</table>

---

27 See further Report on the Attribution of Civil Liability for Accidents Involving Autonomous Cars, above, n 15 at [1.16].
environment, he must be receptive and responsive to a handover request or to an evident system failure.

4 **High automation.** The driving automation features can perform all the driving tasks even if a human driver does not respond to a request to intervene. If the limits of the autonomous driving system are, for whatever reason, exceeded, the system will respond by putting the vehicle in a “minimal risk condition” (e.g., by coming to a gradual stop, or changing lanes to rest on the road shoulder).

5 **Full automation.** The vehicle is capable of performing all driving functions in all situations and conditions that a human driver can.

3.6 The second model is Sheridan and Verplank’s ten-level taxonomy developed in 1980, which focused on human-computer decision-making.29

<table>
<thead>
<tr>
<th>Level</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Human considers alternatives, makes and implements decision.</td>
</tr>
<tr>
<td>2</td>
<td>Computer offers a set of alternatives which human may ignore in making decisions.</td>
</tr>
<tr>
<td>3</td>
<td>Computer offers a restricted set of alternatives, and human decides which to implement.</td>
</tr>
<tr>
<td>4</td>
<td>Computer offers a restricted set of alternatives and suggests one, but human still makes and implements final decision.</td>
</tr>
<tr>
<td>5</td>
<td>Computer offers a restricted set of alternatives and suggests one, which it will implement if human approves.</td>
</tr>
<tr>
<td>6</td>
<td>Computer makes decision but gives human the decision to veto prior to implementation.</td>
</tr>
<tr>
<td>7</td>
<td>Computer makes and implements decision but must inform human after the fact.</td>
</tr>
<tr>
<td>8</td>
<td>Computer makes and implements decision and informs human only if asked to.</td>
</tr>
</tbody>
</table>

Computer makes and implements decision and informs human only if it feels this is warranted.

Computer makes and implements decision if it feels it should and, if so, only informs human if it feels this is warranted.

The third and final model we reference is Frohm et al’s ‘Levels of Automation in Manufacturing’.\(^{30}\) This model consists of seven levels, and progresses from a task performed entirely manually to one performed fully automatically:

<table>
<thead>
<tr>
<th>Level</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Totally manual: Totally manual work done by the worker’s own muscle power in which no tools are used.</td>
</tr>
<tr>
<td>2</td>
<td>Static hand tool: Manual work with the support of a static tool (e.g., screwdriver).</td>
</tr>
<tr>
<td>3</td>
<td>Flexible hand tool: Manual work with the support of a flexible tool (e.g., adjustable spanner).</td>
</tr>
<tr>
<td>4</td>
<td>Automated hand tool: Manual work with the support of an automated tool (e.g., hydraulic bolt driver).</td>
</tr>
<tr>
<td>5</td>
<td>Static machine / workstation: Automatic work by a machine that is designed for a specific task.</td>
</tr>
<tr>
<td>6</td>
<td>Flexible machine / workstation: Automatic work by a machine that can be reconfigured for different tasks.</td>
</tr>
<tr>
<td>7</td>
<td>Totally automatic: Totally automatic work in which the machine solves all deviations or problems that occur by itself (e.g., autonomous systems).</td>
</tr>
</tbody>
</table>

Two brief observations may be made. First, while each of the three models categorise and delineate the extent of automation somewhat differently according to the relevant industries’ needs and circumstances, each can nonetheless be condensed, in effect, into a three-level spectrum of automation:

(a) manual;
(b) partial automation (automation with human involvement); and
(c) full automation (with no human involvement).

While it is not intended to carry legal weight, we believe that this spectrum provides a useful tool for analysis of the extent of human involvement at a given point in a specific RAI system’s operation, and – in turn – in assessing the level of responsibility (if any) of that human user for that system’s actions. We therefore use this spectrum as the basis of our analysis in Chapter 4 below.

3.9 Second, it can be seen that this automation spectrum broadly correlates with the decision-making model articulated by the PDPC. HITL and HOVTIL decision-making systems, in which humans remain a part of the overall decision-making process, can be classified as ‘partial automation’. By contrast, HOOTL systems, in which humans are removed from the overall decision-making process, would represent ‘full automation’.

3.10 A further example of an equivalent dichotomy can be seen in the Law Commission and Law Commission of Scotland’s (together, the “UK Commission”) work on automated vehicles.31 The UK Commission distinguished between circumstances in which the so-called “user-in-charge” was driving the car, and those where the automated driving system (‘ADS’) was engaged. It will be noted that those two states of operation – one where the user is controlling the vehicle, and another where he or she is not – broadly correspond with the two key aspects of the automation spectrum highlighted above (i.e., partial automation with some degree of human involvement, and full automation). What is particularly notable in the UK Commission’s report for our purposes is the impact of those differing states on criminal liability. In the former, the user-in-charge would be liable in criminal law for any infringement of road rules or standards; in the latter, criminal liabilities on that user-in-charge would (broadly stated) be replaced by regulatory or legal liabilities placed on the entity(-ies) responsible for the automated system (the ‘ADSE’).32, 33

32 UK Commission, Automated Vehicles: Consultation Paper 3 - A regulatory framework for automated vehicles (Law Commission Consultation Paper 253)(18 December 2020) (‘UK AV Consultation’) <https://s3-eu-west-2.amazonaws.com/lawcom-prod-storage-11jsxou24uy7q/uploads/2021/01/AV-CP3.pdf> (accessed 1 February 2021). Specifically, the UK Commission proposes (at e.g., [8.49] – [8.50]) that “where the ADS acts in a way which (if done by a human driver) would lead to criminal or civil liabilities, the ADSE would be subject to regulatory action under the safety assurance scheme. The aim would be to stop mistakes from happening again. There would therefore be gradated sanctions, including improvement notices, fines and (in the most serious cases) recalls.” As can be seen, the UK Commission’s consultation also addresses the attribution of civil liability. Such issues are beyond the scope of this report, but are (cont’d on the next page)
3.11 As will be discussed further below, we consider that such a transition from 'user responsibility' to 'automated system entity responsibility' as the degree of automation increases may be applicable to RAI systems more broadly.

33 With reference to the discussion in paragraphs 2.7 – 2.11 above, it is notable that the UK Commission considered it generally more appropriate to impose non-criminal regulatory sanctions on ADSEs. While it has proposed the creation of new criminal offences applicable to ADSEs, these are limited to situations of “serious wrongdoing” in which ADSEs dishonestly omit safety-relevant information or include misleading information when putting a vehicle forward for classification as self-driving or responding to information requests from the regulator. *UK AV Consultation, id.* at [14.13] – [14.21] and [14.109]. See further paragraph 4.61 below.
CHAPTER 4

LIABILITY OF USERS-IN-CHARGE AND OTHER PARTIES

4.1 Against the backdrop described in the previous chapters, it will be seen that, whether – and to which legal person – criminal liability for a harmful act involving an RAI system should be attributed is, broadly stated likely to be a function of:

(a) the severity and risk of actual or potential harm inherent in the use of the system in the relevant context;
(b) the level of automation of that system; and,
(c) the degree of human oversight over, and involvement in, that system’s decision-making.

4.2 Of particular interest in determining who should be liable is the interaction of (b) and (c). As noted above, two discrete scenarios can be differentiated.

• One, where the level of automation of the RAI system in question is more limited and/or the degree of human oversight greater (that is, “partial automation”). Thus, there is a need to examine the potential liability of the human ‘user-in-charge’.

• The second, involves so-called “full automation” or “human-out-of-the-loop systems” (i.e., those which involve no human input or interaction in the RAI system’s making and execution of a decision within set parameters), where there may be no such identifiable human user involved. Thus, the question arises as to which other person or entities (if any) might be criminally liable, and on what basis.

We consider each of these scenarios in turn below.

4.3 Under the first of the above scenarios, the first inquiry is to identify what we hereafter refer to as the ‘user in charge’

• for RAI systems with only a limited degree of automation, directly controls or is responsible for determining or the actions of the RAI system; or,

34 While utilising the same term, the definition of ‘user-in-charge’ adopted here differs from that utilised by the UK Commission in the specific context of automated vehicles (although its ‘users-in-charge’ would equally fall within the definition utilised here).

35 For example, AI-enhanced tools that merely assist the human user in the relevant task.
• for more highly-automated (but still not fully automated) systems:
  – continues to bear ultimate responsibility for deciding on or approving a particular action; or,
  – even though not responsible for taking the decision or for carrying it out, nonetheless (i) retains oversight over the RAI system’s entire decision-making process or (ii) is under a specific duty to intervene to control the RAI’s actions in given scenarios.

4.4 In many circumstances – particularly at lower levels of automation – the identity of the user-in-charge in any given instance will be self-evident. In others (for example, in relation to more highly-automated vehicles), it may be necessary or appropriate to define expressly in laws or regulations:

(a) who that user-in-charge is;
(b) the extent of responsibilities on them to oversee or control the RAI system’s behaviours; and/or,
(c) if necessary, a specific point beyond which the RAI system is considered to be operating autonomously, such that the human is no longer considered ‘in-charge’ and thus would not be considered liable for offences that occur.

4.5 Where such a human ‘user-in-charge’ remains involved in the use or operation of an RAI system, a further distinction can be drawn for present purposes between:

(a) Cases of intentional criminal use of, or interference with, the RAI system; and,
(b) Cases where non-intentional criminal harm is caused.

This dichotomy is common in criminal law. Most criminal laws will focus on the former and require some degree of intentional, knowing or wilful conduct. Nonetheless, there remain various examples where criminal liability may be found even where such intention was lacking, primarily offences where rashness or negligence is sufficient, and strict liability offences (where the state of mind is irrelevant).

36 Such responsibilities would necessarily be calibrated to what it would be reasonable or practicable for a human user-in-charge to do in any given scenario to, for example, assess the risks and/or take remedial action. This issue, as it applies to autonomous cars, is discussed in detail in the UK AV Consultation, above, n 32 (at, e.g., Chapters 3 and 4).
A INTENTIONAL CRIMINAL USE OF OR INTERFERENCE WITH RAI SYSTEMS

4.6 As regards cases of intentional criminal use of, or interference with, the RAI system, it appears uncontroversial as a general policy principle that where a person (including a third party who is not the user-in-charge) intentionally uses (or causes) an RAI system to cause harm, that person should be liable for the act.

4.7 In our view, there will be many circumstances in which existing laws could be applied to sanction incidents of such intentional misuse or interference.

4.8 For example, the Computer Misuse Act (‘CMA’) (which is focused on intentional criminal misuse of computers) provides, inter alia, that:\(^{37}\)

**Access with intent to commit or facilitate commission of offence**

4.—(1) Any person who causes a computer to perform any function for the purpose of securing access to any program or data held in any computer with intent to commit an offence to which this section applies shall be guilty of an offence.

4.9 This offence would likely catch conduct such as a person hacking into an RAI system to modify its algorithms or models, so as to cause the RAI system to cause damage to a person or property.

4.10 Similarly, recourse might be had to the Penal Code (Cap 224, 2008 Rev Ed) (‘PC’). More specifically, for example, sections 324 and 326 PC prohibit voluntarily causing (grievous) hurt by dangerous weapons or means. Such prohibitions would appear on their face capable of covering most situations of an offender voluntarily programming or using an RAI system as a weapon to inflict physical hurt on a person. This is evident from the broad phrasing of terms such as “by means of any instrument for shooting, stabbing or cutting or any instrument which, used as a weapon of offence, is likely to cause death”\(^{38}\) which appear sufficiently wide to capture RAI systems. Potential examples of such conduct might include a person programming an automated drone to shoot a projectile at a victim or altering a robotic pet to injure someone.

4.11 However, it is not clear that the CMA, Penal Code or other legislation would fully or adequately cover certain other situations of intentional malicious use of or interference with RAI systems (or, at a minimum, certain provisions or definitions in those statutes may become stretched, or not sit easily, when extended to such RAI systems). By way of example:

- While the use of RAI systems to conduct “spear phishing” attacks or other conventional cyberattacks (e.g., denial-of-

---


\(^{38}\) S 324 and 326 PC.
service or malware attacks) would be covered under the various provisions of the CMA, it is possible that new forms of cyberattacks committed through RAI systems may not be caught by existing laws. It is less clear, for instance, how adversarial AI attacks would be covered by the CMA.

- Questions may also arise, for example, as to whether the criminal law adequately catches the nexus or “causal link” between the human perpetrator and the RAI system employed to cause that harm, or whether new, emergent technologies fall within ss 324 and 326 PC’s existing notions of “instrument” or “weapon of offence”.

- Similarly, consider a situation where a person intentionally obstructs the signals to an RAI system’s sensors (or sends misleading signals), such that it fails to ‘see’ and collides with a person or other object.39

- Certainly, it would seem that section 4(1) of the CMA does not extend (and was not envisaged to extend) to such conduct.

- It is arguable that such interference – where intended or known to be likely to cause injury, fear or annoyance – could amount to the use of criminal force, contrary to section 350 PC,40 even if the harm did not eventually materialise or a different harm was eventuated.

- But here too, the limitations of the law quickly reveal themselves. Prime among these is the fact that section 350 PC only covers acts resulting in injury (physical), fear or annoyance to the victim, whereas the use of RAI systems could equally result in damage other than physical harm, such as financial loss.41

- While in certain contexts such types of harm may be covered by specific pieces of legislation (e.g., where the interference with the RAI system is used to manipulate financial markets), one could equally envisage harm beyond those specified in section 350 arising in an unregulated domain.

40 “Whoever intentionally uses force to any person, without that person’s consent, in order to cause the committing of any offence, or intending by the use of such force illegally to cause, or knowing it to be likely that by the use of such force he will illegally cause injury, fear or annoyance to the person to whom the force is used, is said to use criminal force to that other.”
41 Furthermore, for example, insofar as section 350 is a general provision, the punishment prescribed in s 352 PC (imprisonment for up to 3 months and/or a fine not exceeding $1,500) may not be proportionate to or adequate for the range of conduct that could be intentionally caused through interference with RAI systems.
4.12 In light of the above, we consider firstly that there is merit in reviewing existing laws with a risk-based lens to identify and fill gaps that may exist in relation to RAI systems, to ensure that intentional harms caused through the use of such systems are caught.42

4.13 Secondly, insofar as many existing regulations in effect protect against the effects of RAI abuse, not the cause itself, we note also that in particular areas there may remain a specific need for, or benefit in, new legislation to introduce criminal offences crafted to deal with certain intentional harms inflicted through the use of RAI systems ‘at source’. Needless to say, as with any new form of criminal liability, the scope of the harm covered by such an offence would require clear definition (so as not to be left unduly open-ended) and careful calibration.

4.14 A recent example of this43 (which usefully demonstrates the Singapore Parliament’s responsiveness in adapting its laws to address emergent risks and the potential challenges of formulating such targeted legislation) relates to the increasing use of AI-enabled “bots”.44

4.15 Specifically, concerns have arisen regarding the ability of such bots to accelerate the creation and dissemination of disinformation (colloquially-termed “fake news”) and to incite unrest or hatred, including by simulating user behaviour on social media platforms and responding to other users’ postings based on scripts that they have been programmed to use.45 In response to such concerns, Parliament introduced in section 8(1)

---

42 By way of example, the Singapore Government recently proposed updates to firearms legislation to address the threat of, among other things, armed automated drones. In particular, the new laws would clarify that a person who “drives, flies or otherwise operates (even by remote control) any vehicle, vessel, aircraft or other device conveying or otherwise carrying” a weapon is treated as possessing them (Guns, Explosives and Weapons Control Bill (Bill 44 of 2020), cl 5(i)).

43 Note also the Penal Code Review Committee’s (‘PCRC’) consideration of a new criminal offence of making, altering, or using a computer program so rashly or negligently as to be likely to cause harm (discussed further at paragraph 4.48 to 4.54 below). The PCRC noted expressly that the offence would be targeted at risk-creation and thus could be committed regardless of whether any hurt or injury was in fact caused. PCRC, Report of the Penal Code Review Committee (August 2018) (‘PCRC Report’) at 30 <https://www.mha.gov.sg/docs/default-source/default-document-library/penal-code-review-committee-report3d9709ea6f13421b92d3ef8af69a4ad0.pdf> (accessed 1 February 2021).

44 S 2(1) of the Protection from Online Falsehoods and Manipulation Act 2019 (Act 18 of 2019). defines a “bot” to mean a computer program made or altered for the purpose of running automated tasks.

45 Center for Information Technology and Society at UC Santa Barbara, “How is Fake News Spread? Bots, People like You, Trolls and Microtagging” (29 Aug 2018) <https://www.cits.ucsb.edu/fake-news/spread> (accessed 1 February 2021). In one high profile example in Canada, a bot designed to sow mistrust achieved its purpose by spreading false claims on vaccination, seeding doubts regarding vaccination that it is believed contributed (at least in part) to the recent increase in cases of measles globally. See, Andy Blatchford, “False Vaccine Claims Spread Online by Bots, Trolls: (cont’d on the next page)
of the Protection from Online Falsehoods and Manipulation Act (‘POFMA’),\textsuperscript{46} which came into force in October 2019, a specific offence of “mak[ing] or alter[ing] a bot with the intention of:

(a) communicating, by means of the bot, a false statement of fact in Singapore; or.

(b) enabling any other person to communicate, by means of the bot, a false statement of fact in Singapore.”\textsuperscript{47}

4.16 Section 8(1) is notable, insofar as it targets the \textit{production, manufacture or alteration} of a “bot” rather than the communication of the false statement itself. It is therefore targeted at the intentional human actions applied to AI technology that led to the harmful act (thus, seeking to tackle the harms ‘at source’). Also notable is the calibration of punishments for the offence with the extent of (potential) harm caused: pursuant to section 8(3) POFMA, higher penalties can be imposed if the communication of the false statement has certain prejudicial effects such as influencing the outcome of a political election, or inciting feelings of enmity, hatred or ill will.

4.17 Several points can be made. First, in focusing on the production of the bot, rather than the communication, the Act implicitly recognises that the bot is itself capable of autonomously issuing a false statement without any human intervention. Yet in doing so, it does not address how such autonomously-made false statements should be addressed if the creator of the bot did not specifically intend for them to be made.\textsuperscript{48} Second, at the time of writing, we are not aware of the Act having been invoked against misinformation spread by “bots” and other forms of RAI technology. Third, the legislative objective of the Act is to combat false information and manipulation online. To the extent that bots engage in other forms of harmful conduct outside the Act’s intended scope (such as engaging in hate speech or cyberbullying/harassment), such harms will need to be addressed under other existing or newly-created laws. Last, we note that the Act’s broad, technology-neutral definition of ‘bots’\textsuperscript{49} should sufficiently “future-proof” the legislation to cover RAI technology developments in the foreseeable future. Nonetheless, given the rate of technological change, that definition (and equivalent definitions of RAI systems in other new

---


\textsuperscript{47} POFMA, above, n 44, s 8(1).

\textsuperscript{48} As was the case in relation to Microsoft’s deployment of its ‘Tay’ chatbot and the ‘Luda Lee’ chatbot recently launched on Facebook by the South Korean company Scatter Lab (each discussed further at paragraphs 4.32 to 4.34 below). While those bots (contrary to their designers’ intentions) engaged in offensive and hate speech, it is not difficult to imagine that they could equally have ‘learnt’, based on their engagement with other users, to make false statements of fact or amplify misinformation.

\textsuperscript{49} See n 44 above.
legislation) will necessarily have to be monitored and fine-tuned over time as unanticipated new technology emerges.

B NON-INTENTIONAL CRIMINAL OFFENCES AND RAI SYSTEMS

4.18 The challenges regarding the attribution of criminal liability become rather more pronounced where harms result from the RAI system’s operation, even though it cannot be said that the user-in-charge (if there is one) or any other (natural or legal) person intended or knew that such harm would occur. Is it appropriate to impose criminal liability in those circumstances (which, hereafter we term ‘non-intentional harms’)? And if so, on whom?

4.19 As regards the appropriateness of criminal liability, this will – as noted at paragraph 2.7 above – ultimately be a question of policy, taking into account various moral, social and other imperatives, and is likely to vary depending on the degree of actual or potential harm caused, and the circumstances in which the RAI system was deployed. In many cases, civil or regulatory enforcement may be considered more appropriate.

4.20 Nonetheless, even under existing criminal laws (notwithstanding that they are still generally rooted in a ‘fault-based’ framework), it is possible for the fault element of certain offences to be satisfied – and thus criminal liability imposed – even where a (natural or legal) person did not intend the harm.

• Prime among these are various offences under the Penal Code that may be committed where that person was negligent, as well as where the offence was committed intentionally, knowingly or rashly.50

• In the context of the discussion in the preceding paragraph, both the general 51 and context-specific 52 negligence-based offences in the Penal Code generally require acts that cause serious harm or are inherently dangerous to human life or personal safety, and have potential punishments that are relatively low.53

4.21 In this chapter, we therefore consider first how such criminal negligence principles may apply in the context of non-intentional harms resulting from the operation of RAI systems, including the challenges that arise. In the light of those challenges, we then evaluate certain possible

50 Thus, for example, s 304A and s 338 PC impose criminal liability on a person who causes death (s 304A) or grievous hurt (s 338) by their rash or negligent act.
51 See s 304A(b), 338(b), 337(b) and 336(b) PC.
52 See s 269, 279 – 280, 282 and 284 – 289 PC.
53 PCRC Report, above, n 43 at 178.
alternative (or supplementary) means to define and attribute criminal liability.

4.22 The intention here is not to specifically advocate for one solution over another. Indeed, as noted above, no single approach is likely to be appropriate to cover the full range of RAI system applications and potential harms. Rather, we have sought to highlight the merits and challenges inherent in those approaches, and – as appropriate – the scenarios in which they might be more (or less) effective.

1 Addressing non-intentional harms through criminal negligence

4.23 Certain harms resulting from the operation of RAI systems may fall within the scope of the existing general or context-specific negligence offences presently in the Penal Code. Thus, for example, section 287 PC imposes criminal liability on a person who negligently uses, or fails to take due care with, machinery in his possession or under his care, in such a way as to endanger human life, or to be likely to cause hurt or injury to a person. Many types of deployed RAI system are likely to be deemed “machinery” for these purposes, and thus it may be possible to sanction the negligent human user of an RAI system under such existing laws.

4.24 However, certain limitations and challenges of applying provisions such as section 287 PC to RAI systems soon become apparent. Not least:

(a) many other forms of RAI system – such as AI software – may not necessarily fit easily within the scope of the term ‘machinery’ for the purposes of section 287; and

(b) as noted above, those existing offences typically focus on acts that are inherently dangerous or pose a danger to human life or personal safety. However, in the context of RAI systems, there may be circumstances in which negligent behaviour results in severe harm, and therefore criminal liability might be deemed appropriate, even though human life or personal safety is not directly endangered. Examples might include widespread and critical disruptions to broadband network services, or severe systemic risks to banking and financial trading systems. In its 2018 Report, the Penal Code Review Committee alluded to this issue, noting that “computer programs” (which would include algorithms and AI software) “are able to cause types of harm that machinery cannot.”

4.25 However, seeking to apply the Penal Code’s criminal negligence provisions to harms resulting from the operation of RAI systems also exposes the more fundamental challenges of applying such a broad, fault-
based framework in novel contexts. ‘Negligently’, for the purposes of the Penal Code, is defined as follows:

\[
\text{Whoever omits to do an act which a reasonable person would do, or does any act which a reasonable person would not do, is said to do so negligently.}^{55}
\]

Inherent in that definition is the need to both (a) determine what an objective ‘reasonable person’ would do in a given circumstance, and (b) prove (beyond reasonable doubt) that that standard was breached in the case at hand – in essence that the person in question was ‘at fault’.

4.26 Where a harm resulting from the operation of an RAI system falls within the scope of the existing negligence-based offences in the Penal Code, it would be for the courts in individual cases to determine what a reasonable person would or would not do. In so doing, the courts would apply or adapt existing criminal negligence standards, or – in the absence of precedent – define new ones. The same would likely be true of any other, newly-created and generally applicable (as opposed to application- or sector-specific) negligence-based offence introduced specifically to cover harms from RAI systems. This has the benefit of enabling the law to adapt to a range of circumstances. However, it is also inherently uncertain, in particular as RAI systems may give rise to forms of conduct for which existing precedents are inappropriate, or for which there is no existing precedent at all. The concern is that such uncertainty could have an unintended chilling effect on innovation in, and the development or adoption of, potentially beneficial RAI systems.

4.27 Given those risks, an alternative would be to set out the nature and extent of the relevant standard of conduct more precisely in sector- or technology-specific legislation, rather than leaving it to the courts to establish them over time. For example, in an autonomous vehicle context, legislation might impose a requirement on a user-in-charge of a vehicle to take over control of the vehicle in defined circumstances (e.g., where a police officer directs the vehicle to stop or where a road is temporarily closed by a traffic accident, etc.). Or that legislation might specify required actions regarding the need to maintain the vehicle’s sensors in good working condition or update its software or data sets. Such an approach would help address the uncertainty inherent in more general negligence offences. However, the flip side of this is that it is not practicable to legislate such a standard for all possible applications of RAI systems, or all possible risks of harm that may arise. This is especially so in sectors where RAI technologies and their applications are evolving rapidly.

4.28 Establishing the nature and extent of the standard of conduct that exists (i.e. what a reasonable person would/would not do) is not the only

---

55 S 26F(1) PC. This provision codified the definition of “negligence” in criminal contexts previously articulated by the High Court in PP v Hue An Li [2014] 4 SLR 661 at [38].
challenge, however. Even where that can be established, it must then be shown that that standard has been breached.

4.29 Where the standard is imposed on a human, for example as a user-in-charge of an RAI system, that may be relatively straightforward to demonstrate. In particular, the forensic investigation into the human’s actions would not be fundamentally different from any other criminal negligence investigation.

4.30 The greater challenge arises where the human user has not been negligent, and yet some harm is still caused by the way the RAI system operates. Or, for equivalent reasons, where such harm results and there is no human user at all.

4.31 There may be various reasons, unrelated to the conduct of the user, why such harm was caused or the RAI system otherwise failed to comply with certain criminal laws. Sometimes, those reasons may be clear, and readily addressable by the law. The harm could, for example, be the result of actions taken by a person other than the user-in-charge, such as a person making unauthorised modifications to an RAI system without the user-in-charge’s knowledge. In those circumstances, liability is most appropriately placed on the person having taken those actions, based on existing criminal law principles – including, where appropriate, criminal negligence principles.\(^{56}\)

4.32 However, in other circumstances, the reason for the RAI system’s actions, and thus what caused the harm, may not be so apparent. For example, the cause of the harm might lie in the RAI’s software itself. In that case, greater complexities are liable to arise.

- As noted above, the process by which an RAI system’s software determines how the system should act in any given scenario is highly complex (especially in the case of ‘deep learning’\(^ {57}\) systems), and may be difficult to establish definitively. Every stage of the AI deployment process – the data preparation, the training of the model, the choosing of the relevant model(s), the environment in which it is deployed and so on – could have played a role in the decision eventually made by the RAI system.

---

\(^{56}\) E.g., that person would need to be shown to have had the necessary *mens rea* for the offence in question, whether that be intention, knowledge, negligence, etc. The analysis here is the same as discussed above in relation to intentional harms.

\(^{57}\) Deep learning is a specific form of machine learning that utilises ‘artificial neural networks’ to model and draw insights from complex structures and relationships between data and datasets. Briefly stated, artificial neural networks are a series of ‘layered’ algorithms used to analyse, classify, learn from and interpret input data. The values from one layer are fed into the next layer to derive increasingly refined insights.
For example, it might depend not only on the RAI system’s underlying code, but also on the quantity, quality and accuracy of the data on which the system’s learning was based, the comparability of the environment in which it was trained with that in which it is ultimately employed, or the particular real-world data it received at a given point in time.

Even if that can be established, questions then arise as to who was responsible for that aspect of the RAI system’s decision making, and whether they acted in a way which would justify the imposition of criminal liability (whether under a criminal negligence or other standard).

These questions are liable to be even more difficult to resolve where the RAI systems utilise deep learning to ‘adapt’ and fine-tune their decision-making processes. A renowned example of such learning and adaptation resulting in detrimental outcomes is that of the “Tay” chatbot created by Microsoft to respond to social media users’ queries and become progressively ‘smarter’ in its responses. After Tay went live on Twitter and became exposed to human users in a real-life environment, it ‘went rogue’ – picking up on users’ misogynistic and offensive comments, and replying in kind. Similar problems have since arisen after the deployment of other self-learning chatbots. Earlier this year, for example, within weeks of being deployed on Facebook to interact with South Korean users, the “Luda Lee” chatbot began making offensive comments about disability and homosexuality, and sharing people’s personal information. Due to the nature of their ‘deep learning’, the precise way those chatbots altered their output through exposure to real-life conversation could not be specifically predicted (or, the makers of Luda Lee

---

58 For example, consider the scenario in which a deep-learning RAI system, as well as being ‘trained’ by the developer during testing, continues to fine-tune its decision making after deployment, while under the ‘control’ of the user. In those circumstances, was the particular harmful action that the system took (which, we note, will in fact likely be the combined result of myriad individual ‘decisions’ made by the system) a result of something it ‘learned’ before its deployment, or after? Can that be established? And what effect should it have on which person(s) or entity(ies) are deemed ‘responsible’ for that action?


claimed, prevented) in advance. Nor could it necessarily be fully explained (e.g., as a sequence of logical ‘decisions’) after the event.

4.33 This latter issue is commonly known as the “black box” problem, where it can be challenging (if not impossible) for humans to comprehend the decisions that RAI systems reach, in particular through continuous training.61 Beyond the practical challenges of determining ‘causes’ of harm, this indeterminable element of RAI systems also creates difficulties for the assessment of liability. It may not be possible to predict with a reasonable level of certainty how an RAI system would act when developed or used in a certain way, making it difficult, in turn, to discern “what a reasonable person should (or should not) do” to prevent the harm from arising.

4.34 For example, let us assume hypothetically that Tay’s operation had caused harm for which there was potential liability on criminal negligence grounds. What standard of care would be imposed on the person deploying Tay to prevent that harm from arising, below which criminal negligence liability might be imposed? Short of not deploying the system at all, how would a reasonable deployer react to a continuously-evolving RAI system? Would they be expected to maintain continuous oversight and verification of the system so that it could be shut down when it started to ‘malfunction’? If so, does that risk negating any benefit the deployer might have obtained from deploying the chatbot?

4.35 Setting aside broader questions of whether, in a particular circumstance, it is appropriate to impose criminal liability at all, the preceding discussion shows some of the challenges of applying a fault-based negligence framework to try to assess and attribute such criminal liability:

(a) where the user in charge cannot be said to have been at fault; or,

(b) in ‘human-out-of-the-loop’ scenarios, where there is no direct human involvement in or oversight of the RAI system’s operation at all (and thus where the question of a human user’s level of culpability does not arise).

4.36 Ultimately, the challenge with reliance on criminal negligence lies in its uncertainty. In particular, given:

(a) the multiple players involved in developing, deploying and using AI;

(b) the different forms of RAI system; and,
(c) the potential ability of the RAI system to learn from its surroundings and produce unexpected and even unexplained outcomes,

it may be a challenge to determine not only which entity was responsible for the system’s actions, but – even if that could be established – what would count as an entity falling short of reasonable standards, and thus as criminal negligence. If expectations of what users or entities should do to prevent or address harm are set too low, the law loses any real force. However, if that bar is set too high, there is a risk that potentially beneficial deployment of RAI systems will be deterred.62

4.37 There is therefore merit in considering whether other mechanisms for applying criminal law may be preferable to, or could usefully supplement, reliance on criminal negligence.

4.38 Before doing so, however, we note as an aside that the challenges of understanding how a RAI system arrived at its decision – through the data used, processes undertaken or algorithm chosen – have increasingly led to calls for greater emphasis on, and research into, “explainable AI”.63,64 Briefly, this is a growing area of research into the development of tools and processes to explain how RAI systems function and arrive at decisions and/or predictions. While acknowledging that explainability is not, in and of itself, a panacea, we support those calls:

- Such explainable AI tools could provide greater clarity as to the reasons for which an RAI system made a particular decision (such as due to certain pieces of data being used to train it).
- Equivalent tools to enhance ‘traceability’ (that is, ensuring an RAI system’s decisions and the datasets and processes that yield them are documented) might similarly provide further insight into, for example, human-induced reasons for the RAI system’s decisions. These tools can enable potentially negligent acts to be more effectively identified and analysed.

62 The PCRC, in evaluating the possible attribution of liability on corporations under a new offence of “failure to prevent an offence”, felt that the mens rea for that offence should be one of negligence, but that the offence should be accompanied by guidance in subsidiary legislation on what constitutes a “reasonable” standard of care. PCRC Report, above, n 43 at 217.


For comparable reasons, we also support the promotion of standards to ensure robust, transparent and replicable testing as possible further means to ameliorate some of these challenges.

2 Alternative criminal liability mechanisms in situations of non-intentional harm from RAI systems

4.39 In this section, we consider three other possible bases, beyond reliance on existing criminal negligence laws, on which criminal liability might be attributed to address non-intentional harms.

4.40 These are not intended to be exhaustive or mutually exclusive. Nor are we seeking to advocate that any such basis should be used in relation to a specific form of harm or specific RAI application – or indeed that criminal, rather than civil or regulatory sanctions are the most appropriate legal response in a given scenario. Rather we hope to provide a broad indication of differing ways in which criminal laws might be formulated and applied to non-intentional harms ‘caused’ by RAI systems, and the extent to which they may be capable of addressing the various challenges thus far identified in this report.

I Legal personality for RAI systems as a model?

4.41 One possible solution to some of these challenges that has been debated is the possibility of imposing liability directly on the RAI system itself. This would require the conferment of separate legal personality on an RAI system, similarly to the way legal personality is presently conferred on companies.65

4.42 For example, Jacob Turner, the author of Robot Rules: Regulating Artificial Intelligence, while acknowledging the challenges of how exactly such separate legal personality would be structured, has suggested that the possibility should not be discounted out of hand. Granting legal personality to an RAI entity, he asserts, would not necessarily mean treating it as a human, nor need it operate as a convenient mechanism for humans to disclaim responsibility for an RAI system’s actions.66

---

65 For example, the European Parliament, as part of a series of recommendations on robotics, has suggested that the European Commission “consider the implications of ... creating a specific legal status for robots in the long run, so that at least the most sophisticated autonomous robots could be established as having the status of electronic persons responsible for making good any damage they may cause.” Civil Law Rules on Robotics: European Parliament Resolution of 16 February 2017 with Recommendations to the Commission on Civil Law Rules on Robotics (2015/2103(INL)), European Parliament (16 February 2017) at 59 <http://www.europarl.europa.eu/sides/getDoc.do?pubRef=-//EP//NONSGML+TA+P8-TA-2017-0051+0+DOC+PDF+V0//EN> (accessed 1 February 2021).

4.43 Such a legal fiction may limit the extent to which it is necessary to get ‘under the bonnet’ of an RAI system, and identify which specific part or parts of that system caused its decision to act as it did, and which of the (potentially numerous) parties involved in the system’s development and deployment should be held responsible there for.67

4.44 Further, as noted above, the notion of non-human entities being the responsible ‘actor’ in a crime is not without precedent. Corporate entities can carry out, and be held liable for, numerous criminal acts. Such liability has an indirect penalising effect68 on the stakeholders/shareholders and the officers of the corporation. Thus, the argument runs that according legal personality and liability to an RAI system could have a similar indirect penalising effect on those responsible for or profiting from the RAI system, while minimising the need to prove that the harm was attributable to specific natural persons or corporations.

4.45 A key counter-argument – and one recently advanced by an expert group established by the European Commission – is that it is not in fact necessary to give devices or autonomous systems a legal personality to achieve the perceived benefits thereof. “Harm caused by even fully autonomous technologies,” the expert group argued “is generally reducible to risks attributable to natural persons or existing categories of legal persons, and where this is not the case, new laws directed at individuals are a better response than creating a new category of legal person.”69

4.46 Chesterman has posited a similar view. He notes the tendency of some arguments in favour of legal personality to take an anthropomorphised view of RAI systems (that is, focusing on humanoid robots), whereas in reality RAI systems “exist on a spectrum with blurred edges”. As such, he argues, “there is as yet no meaningful category that could be identified for such recognition [of legal personality]”. To the extent that there may, as with corporations, be “instrumental” reasons for conferring personality in specific cases, so as to avoid crimes going unpunished, Chesterman, like the European Commission expert group, believes that this could be achieved using “existing legal forms”.70

---

67 This could evidently be relevant in scenarios where either the human user-in-charge is not (or is only partially) liable, or where there is no direct human involvement at all when a particular incident occurs.

68 In addition to any individual penalty imposed directly on such officers where the corporation committed the offence with their consent and connivance.


4.47 On balance, the arguments against separate personality for RAI systems appear more compelling, at least at the current stage of technological advancement.71 We consider that criminal laws should continue to be formulated on the basis that such laws are intended to shape or impact human behaviour. It is not fully clear, for example, how imposing criminal liability (and a sanction) on an RAI system directly would deter the system itself from causing harm.72 And to the extent that the objective would be to deter or penalise those responsible for the RAI system, rather than the system itself, we also take the view that such ends could equally be achieved through alternative mechanisms that do not require the creation of wholly new forms of legal personality (with all the disruption to the existing legal framework that that would necessarily entail). Indeed, it could be argued that the models discussed further below provide evidence of this. Finally, despite Turner’s reassurances, we would also not lightly dismiss concerns that separate legal personality might enable those otherwise responsible to shift responsibility to the RAI personality.

II The offences considered by the PCRC for computer programs as a model?

4.48 An alternative approach was considered by the Penal Code Review Committee (’PCRC’) in its 2018 Report.73 In that report the PCRC, among other things, expressed concerns that computer programs could cause damage going beyond that which the conventional machinery envisaged by provisions such as section 287 PC was liable to cause.74 This included non-physical harms such as deception, psychological distress, and economic loss.

---

71 While the assessment may change once RAI systems move closer to being capable of ‘Artificial General Intelligence’ and are able to, for example, process the implications of their actions vis-à-vis themselves or others, there appears to be some consensus among AI experts that such technologies remain at least two decades away (if not more). Katja Grace, John Salvatier, Allan Dafoe, Baobao Zhang, “When Will AI Exceed Human Performance?” (2018) 62 JAIR 729 at 731; Seth D Baum, Ben Goertzel, Ted G. Goertzel, “How Long Until Human-Level AI? Results from an Expert Assessment” (2011) 78(1) Technological Forecasting and Social Change 185; Philip Boucher, “How artificial intelligence works” (March 2020), European Parliamentary Research Service <https://www.europarl.europa.eu/at-your-service/files/be-heard/religious-and-non-confessional-dialogue/events/en-20190319-how-artificial-intelligence-works.pdf> (accessed 1 February 2021).

72 By contrast, for corporations – which do have separate legal personality – the financial and reputational consequences of being found criminally liable impact human shareholders and officers, and deter them from future offences.

73 PCRC Report, above, n 43 at 29-31.

74 Id. at 29.
4.49 To address this, the PCRC set out – albeit merely as a “starting point for future discussions”75 – two possible new criminal provisions that would, respectively:

- Target the creation of risk by developers or operators of computer programs through their rash or negligent creation, alteration or use of a computer program, even where no hurt or injury were caused; and

- Impose a duty on those with control over a computer program to take reasonable steps to cease harms that may result from computer programs after they manifest.

4.50 The first offence proposed by the PCRC is worded as follows:76

Whoever makes, alters or uses a computer program so rashly or negligently as to endanger human life, or to be likely to cause hurt or injury to any other person, or knowingly or negligently omits to take such order with any computer program under his care as is sufficient to guard against any probable danger to human life from such computer program, shall be punished with imprisonment for a term which may extend to one year, or with fine which may extend to $5,000, or with both.

For the purposes of this section, a person uses a computer program if he causes a computer holding the computer program to perform any function that —

(a) causes the computer program to be executed; or

(b) is itself a function of the computer program.

For the purposes of this section, a computer program is under a person’s care if he has the lawful authority to use it, cease or prevent its use, or direct the manner in which it is used or the purpose for which it is used.

4.51 The PCRC was also concerned that computer programs could cause serious harm in situations where the user did not know or intend that that would happen, and that, as we discussed above, such situations might not be adequately addressed by the Penal Code’s existing provisions. It noted that one way to address this lacuna might be to impose a duty to take reasonable steps to cease such harms after they manifest. The PCRC therefore set out a second potential new offence that:77

Where a computer program —

(a) produces any output, or

(b) performs any function,
that is likely to cause any hurt or injury to any other person, or any danger or
annoyance to the public, and the computer program is under a person’s care,
if that person knowingly omits to take reasonable steps to prevent such hurt,
injury, danger or annoyance, he shall be punished with imprisonment for a
term which may extend to one year, or with fine which may extend to $5,000,
or with both.

4.52 We consider that the laws proposed by the PCRC may help to
address two of the present challenges discussed, namely identifying the
(legal) person(s) to whom liability should be attributed, and setting out the
parameters of the duties to which such a person is subject.

4.53 Thus, under the PCRC’s offences, liability could attach beyond
human users to any creators, designers and/or corporations producing the
RAI systems found to have negligently breached the standards required of
them. An analogy from a non-RAI context might be the imposition of
criminal liability on an architect or engineer whose negligence results in the
collapse of a building and the loss of lives. Indeed, given the broad way in
which the PCRC defines ‘control’ or ‘care’ over a computer program for
these purposes (in essence, having the lawful authority to use it, cease or
prevent its use, or direct the manner in which it is used or the purpose for
which it is used),78 the PCRC’s second offence in particular may well extend
to harm caused without any direct human involvement at all.

4.54 However – and understandably given their intended generality – the
PCRC’s offences do not stipulate the exact contours of the duties they
impose. As such, they do not necessarily address the challenges of
determining if a duty has been breached (i.e., what constitutes a rash or
negligent act or failure to take reasonable steps in any given circumstance)
– at least in the absence of soft-law guidance or the incremental
development of relevant case precedent. As previously noted, such
potential uncertainty as to the precise boundaries of the offences and the
standards to which developers and others will be held could risk
disincentivising them from deploying potentially beneficial RAI systems in
Singapore, out of fear that they may be held criminally liable where harms
are unintentionally caused.

4.55 Moreover, there remains the broader policy concern – highlighted at
the outset of this report and acknowledged by the PCRC79 – about the
potential chilling effect of criminal liability for non-intentional harms on
innovation in RAI systems in Singapore.

---

78 Id. at 30, 32.
79 In part for these reasons, the PCRC considered legislative change at this time to be
“premature”. It noted in particular that no other country had introduced specific
rules on criminal liability for AI systems, and raised concerns about Singapore’s
ability to attract top industry players in the field of AI if it were to be the first to do
so.
4.56 Even if an approach akin to that envisaged by the PCRC were to be adopted, therefore, it would appear to be prudent to limit any proposed offences to specific high-risk use cases and/or to set out more precisely and explicitly in legislation the relevant duties imposed – and, as applicable, standards to be met – in a given circumstance. This appears preferable, at this stage, to introducing criminal negligence offences that apply across all sectors and RAI system applications.

III Workplace safety legislation as a model?

4.57 There remains the possibility that the operation of an RAI system results in death, serious personal injury or widespread public harm, but no individual can be identified as having directly caused that harm (whether intentionally or negligently).

4.58 By definition, a negligence-based framework for criminal liability would be inapplicable in such cases, regardless of how precisely the relevant obligations or standards of conduct were set out. Yet there may still be strong public demands for someone to be held accountable. To narrow risks of such an “accountability gap”, one approach could be to adopt a model more akin to that under the existing Workplace Safety and Health Act (‘WSHA’), where a duty is imposed on specified entities to take, so far as is reasonably practicable, such measures as are necessary to avoid harm. 80, 81

4.59 In the workplace context, those duties are imposed on occupiers and employers; in the context of RAI systems it might be whichever entity(ies) is best placed – on the basis of their ‘proximity’ to the RAI system and its operation, and their resources – to take action (i.e., to prevent, address and rectify dangers posed by RAI systems) and to change future outcomes.

4.60 It has been suggested (in the context of autonomous vehicles, although the same rationale would appear to apply equally to other forms of RAI system) that such proximity may arise in three ways:

80 See the Workplace Safety and Health Act (Cap 354A, 2009 Rev Ed), s 12(1), which imposes criminal liability on employers to take necessary measures to ensure the safety and health of their employees at work in so far as reasonably practicable. As See Kee Oon J noted in PP v GS Engineering and Construction Corp [2017] 3 SLR 682 at [51], the introduction of more severe penalties for such offences in the Act was part of a concerted effort to deter poor safety management and effect a cultural change for employers and other stakeholders to take proactive measures to prevent accidents at the workplace. This demonstrates Parliament’s intention to achieve such a deterrent effect and ensure that the true economic and social costs of such risks and accidents are borne by the responsible parties.

81 For the avoidance of doubt, the burden of proof still rests with the prosecution to show a prima facie case of breach of duty. Once the prosecution satisfies that requirement, it is for the defendant to show that it took such reasonably practicable measures as were necessary to prevent the harm.
(a) the entity’s proximity to the RAI system (insofar as it can exclusively access, diagnose and rectify an RAI system and its performance to ensure its proper functioning);

(b) its proximity to the user (insofar as it can shape how humans control or interact with the RAI system through the human-machine interface); and,

(c) its proximity to the task (insofar as it can unilaterally effect changes to the operation of the RAI system, for example via over-the-air-updates).82

4.61 In their ongoing inquiry into automated vehicles, the UK Commission applied similar ‘proximity’ principles in proposing that all self-driving systems should be backed by an Automated Driving System Entity (ADSE), being the entity that puts the vehicle forward for categorisation as ‘safe self-driving’ (meaning, in effect, as authorised to operate on public roads). Noting the “wide variety of organisations [that] may work together to develop self-driving vehicles”, the UK Commission emphasised its belief in the importance of having a single, identified entity that would be “the first point of reference in the event of problems” and be subject to sanctions if things go wrong. That might be the vehicle manufacturer, a software developer or a partnership between the two. Crucially, however, the ADSE would need to show that it had been sufficiently involved in assessing safety and writing the safety case for the vehicle to vouch for the information in it, and have sufficient financial resources (e.g., to organise a recall or make mandated improvements where harms have arisen).83

4.62 Approaches akin to that in the WSHA shift the focus away from investigators having to determine the specific cause of the harm, or to prove negligence on the part of a (natural or legal person), and move instead towards a focus on whether the relevant entity breached its statutory duty to take all reasonably practicable measures to avoid the harm (including, for example, the adequacy of the protective processes and systems the entity had in place). A particular advantage of such approaches, from an enforcement perspective, is that the prosecution need not prove a direct or scientifically precise causation between the harm caused by the RAI and a particular breach of duty.

4.63 On the other hand, the sort of statutory duties imposed by the WSHA and similar legislation evidently place significant onus on defendants, and caution is therefore merited. Nonetheless, for policy reasons, such a burden may be considered to be justified in specific (and likely exceptional) circumstances, or for particular technologies, where (a) risks of serious harm are particularly acute or there was considered to be a particular

83 UK AV Consultation, above, n 32 at [8.64] – [8.67].
moral imperative on the entity in question to prevent the RAI system causing harm, and (b) there is a strong public desire for accountability. Ultimately, whether such an approach is justified in any given context is a policy judgment for lawmakers, balancing, in particular, demands for accountability with the desire not to unduly stifle innovation and impede the societally-beneficial development and use of RAI systems.

4.64 That balance was also considered by the UK Commission. Having initially sought views on whether, where autonomous vehicles cause death or serious injury, new or stricter forms of criminal liability might be necessary or appropriate to avoid an accountability gap, the UK Commission appears to have adopted a relatively narrow approach to the use of criminal liability. Specifically, the recommendation on which it is now consulting is that:

(a) The primary means to promote safety would be a system of (non-criminal) regulatory sanctions on ADSEs, with the focus on identifying and addressing the problem to prevent recurrence, rather than on blame.

(b) Rather than leaving it to system developers to determine ‘how safe is safe enough’ on the understanding that when things go wrong they would bear the responsibility, it was preferable to establish a “relatively tight” safety assurance system, coupled with third party testing. If ADSEs comply with that assurance and testing scheme and act honestly, they would not be blamed for adverse outcomes.

(c) To the extent that new criminal offences were necessary, these should complement the safety assurance regime and be limited to situations of “serious wrongdoing” where an ADSE failed to provide information or misled the safety regulator (i.e. there is an element of ‘dishonesty’). In those circumstances, it would be the ADSE as a corporate body, that was held liable, subject to a due diligence defence. It was

---

84 In areas such as workplace safety, where distinct statutory duties are already imposed and the appropriate policy balance has thus already been considered and determined, it may evidently not be necessary to create a wholly new legal framework specifically for RAI systems. Rather, it would seem prudent to instead review (and as necessary amend) those existing laws to ensure that occupiers and employers may equally be held responsible for harm resulting from the autonomous operation of RAI systems in their workplaces (subject to any available defences in the WSHA or equivalent legislation).

85 UK AV Consultation, above, n 32 at [14.1].


87 Id. at [14.5] and [14.18] – [14.20]. Senior managers of the entity might also be liable, if the offence was committed with their consent or connivance, or was attributable to their neglect.
emphasised that such offences were “different from criminalising negligence.”

IV Targeting and proportionality

4.65 As we have noted, regardless of the model adopted, one means to mitigate concerns about the potential chilling effect on innovation or the imposition of an unduly onerous burden on an entity is to target offences to particular high-risk sectors or use cases where, for example, the potential for serious harm is greatest, or the need for deterrence strongest. Additionally, to further mitigate those concerns, the sanctions imposed on the entity could be calibrated to ensure that they are proportionate to the nature of the offence and the entity’s degree of blameworthiness. This is already the case with criminal negligence offences (where the statutory penalties are generally lower than for comparable offences committed intentionally), and the Singapore courts have, for their part, used both culpability and harm caused as analytical bases for sentencing benchmarks that they have issued.

4.66 While it is important that the law does not serve inadvertently to deter benign development and deployment of RAI systems, it is equally the case that the law should promote high standards of safety, particularly where risks are greater. A well-targeted criminal liability regime offers an effective means to strike that balance and one which reflects the seriousness of the potential harm that RAI systems may cause if necessary standards are not maintained.

4.67 Of course, there may well be reasons why criminal liability may not be considered necessary or appropriate, either in a particular sector, in relation to a particular act or omission, or more generally. In such circumstances, models akin to those discussed above might still be suitable for adoption, but (as the UK Commission’s consultation proposes)

88 Id. at [14.18].
89 In this regard, we note that a recent European Commission White Paper proposed the creation of a regulatory framework for AI under which greater regulatory requirements (regarding, e.g., the quality of training data, data and record-keeping, disclosure duties and human oversight, etc.) would apply to those AI applications considered to be ‘high-risk’. ‘High-risk’ applications would be those meeting two cumulative criteria: (i) the AI application is employed in a sector where, “given the characteristics of the activities typically undertaken, significant risks can be expected to occur”; and (ii) the AI application is, in addition, used “in such a manner that significant risks are likely to arise”. European Commission, White Paper on AI: a European approach to excellence and trust COM(2020) 65 (February 2020) <https://ec.europa.eu/info/files/white-paper-artificial-intelligence-european-approach-excellence-and-trust_en> (accessed 1 February 2021).
reframed so as to impose only regulatory controls – the principal objective being to ensure that the relevant entities take all necessary measures to ensure that their RAI systems continue to operate normally and safely. The enforcement of such regulatory controls need not be by way of criminal sanctions. Non-criminal sanctions such as civil financial penalties and revocation or suspension of licences might be considered sufficient to promote the development of safe RAI systems, and their safe deployment.

4.68 Finally, we note for completeness that, while we have evaluated the various models and approaches in this report for their effectiveness in addressing some of the challenges with attributing liability where the operation of RAI systems results in harm, we have not sought to explore in detail how they could be implemented (whether through legislation or other means). Rather, we consider that, at this early stage, it is preferable to articulate a broad framework through which the concepts and issues at play can be objectively analysed, and for this to provide a starting basis for future detailed analysis and debate on whether, when and how criminal law should apply in relation to the actions of autonomous RAI systems.
CHAPTER 5

CONCLUSION

5.1 Notwithstanding the immense benefits that they can bring, the risks and challenges posed by RAI systems – and their use in an ever-growing number of domains – heighten the need to ensure that the law effectively protects society from these risks and promotes the development of safe, societally-beneficial RAI technologies. That is particularly the case in relation to applications of RAI that are likely to be used in a way, or context, in which risks of harm are significant.

5.2 This report has explored the challenges that arise in seeking to apply existing criminal laws and principles in relation to the actions of increasingly autonomous RAI systems, and considered ways in which those laws or principles might need to be adapted, or new laws or approaches adopted. All approaches have their strengths and weaknesses, and – given the wide variety of RAI systems and the myriad applications and settings in which they may be used – a ‘one size fits all’ approach is unlikely to be practicable or appropriate. And as we have noted throughout the report, regardless of the specific changes adopted, any new criminal laws should be proportionate, and the imposition of criminal liability and sanctions carefully calibrated to avoid penalising benign conduct or deterring beneficial activity.

5.3 What remains clear, however, is that the use of RAI technologies will continue to give rise to new forms of harm and thus to continue to challenge existing laws and regulations, requiring legislators to respond with agility to new and emergent risks. We hope that this report will be a catalyst to proactive analysis and well-informed debate, even as the technology rapidly evolves.
GLOSSARY

Adversarial AI — the malicious use of models or signals that, while typically resembling normal inputs, are designed to cause an AI system to misinterpret that input and ‘fool’ it into behaving in erroneous ways.

AI System — a machine-based system able, for a given set of human-defined objectives, to make predictions, recommendations, or decisions that influence real or virtual environments. Such systems are able to operate with some level of autonomy, and can be incorporated into hardware devices or entirely software-based.

Algorithm — a set of rules or instructions (i.e. mathematical formulas and/or programming commands) given to a computer for it to complete a given task.

Artificial Intelligence (AI) — a set of technologies that seek to simulate human traits such as knowledge, reasoning, problem solving, perception, learning and planning, and, depending on the AI model, produce an output or decision (such as a prediction, recommendation, and/or classification).

Auditability — the readiness of an AI system to undergo an assessment, by internal or external auditors, of its algorithms, data and design processes.

Autonomy/autonomous — the ability of an AI system to function (i.e. to take decisions and act) independently without human intervention.

Bias — the distortion or skewing of an AI system’s outputs, either due to the design of the algorithm or due to the input datasets utilised by the AI system being unrepresentative or discriminatory. Two common forms of bias in data include:

- selection bias (when the data on which an AI system bases its outputs are not representative of the actual data or environment in which the AI system operates); and
- measurement bias (when the process or means by which data is collected results in that gathered data being skewed or distorted).

The definitions in this glossary have been adapted from various sources for the specific purposes of the present series of reports. They are intended as an aid to the reader and should not be treated as exhaustive or authoritative.

We note that there is no widely-accepted or authoritative definition of artificial intelligence. The definition used here is a non-exhaustive, adapted definition used in the Model AI Governance Framework (Second Edition), above, n 26.
Big Data — datasets characterised by their:

- size (“Volume”);
- complexity (“Variety”) (i.e. typically including structured, semi-structured and unstructured data derived from diverse sources); and/or,
- rate of growth (“Velocity”),

from which detailed insights can be derived using advanced analytical methods and technologies (e.g., neural networks and deep learning).

Black box (1) — an AI system whose decision-making operations are not explainable – that is, the means by which it reached a particular decision or action are neither disclosed nor able to be ascertained by human users or other interested parties (for example regulators, testers or auditors).

Black box (2) — see Event Data Recorder.

Bot — a software program (typically operating on the internet) designed to run automated tasks.

Chatbot — an AI system, commonly used in customer-facing commercial settings, designed to engage in dialogue with a human user via voice or written methods, and thus to simulate a human-to-human conversation. As the Chatbot engages in more conversations, it learns to better respond to future questions and more closely imitate real conversations. Examples include the “Ask Jamie” chatbot on the Singapore Ministry of Health’s website, or the ‘Live Chat’ help functions on e-commerce platforms such as Lazada or Shopee.

Cyberattacks — a malicious attack launched from one or more computers against other computers, networks or devices.

Data — information defined as and stored in code to be processed or analysed. Individual records of data (for example a person’s name or the temperature recorded by a smart home device at a particular date and time) can be combined together to form datasets. A distinction is commonly drawn between personal data (those which individually or in combination with other data, identify an individual) and non-personal data (those that do not).

Data portability — the legal obligation to comply with a data subject’s request for their data to be moved from one organisation to another in a commonly used machine-readable format.

Dataset — a collection of data (often stored in the form of one or more databases).

Deep learning — a specific form of machine learning that utilises neural networks to model and draw insights from complex structures and
relationships between data and datasets. The term derives from the ‘layers’ of the neural network down through which the data passes.

**Deployer** — the person or legal entity responsible for putting an AI system on the market or otherwise making it available to users. The deployer may also have an ongoing role in operating or managing the AI system after deployment.

**Derived data** — any data element that is created and/or derived by an organisation through the processing of other data in the possession and/or control of the organisation.

**Designer / Developer** — a person or legal entity who takes decisions that determine and control the course or manner of the development of AI systems and related technologies. ‘Development’ for these purposes means (a) designing and constructing algorithms, (b) writing and designing software, and/or (c) collecting, storing and managing data for use in creating or training AI systems.

**Event Data Recorder** — a machine that continuously records the inputs received by an AI system (e.g. what its sensors ‘see’), its relevant internal status data, and its outputs. Sometimes colloquially known as a ‘black box recorder’. The intention of such event data recorders, equivalent to those installed in aircraft, is to allow post-hoc analysis of the AI system’s operation (e.g., in the lead up to an accident or system failure).

**Explainability** — the ability for a human, by analysing an AI system, to understand how and why the system reached a particular decision or output.

**Explainable AI** — broadly, either (a) AI systems which are designed to be inherently explainable, such that a human can understand how and why the system reached a particular decision or output; or (b) tools designed to help extract explanation from pre-existing black box and other complex AI systems.

**Human-Machine Interface** — a screen, dashboard or other interface which enables a human user to engage with an AI system or other machine.

**Internet of Things, the (IoT)** — a system comprised of interconnected devices (commonly known as smart devices) that transfer data and communicate with one another via the internet.

**Machine Learning** — a technique whereby a set of algorithms utilise input data to make decisions or predictions, and thus to ‘learn’ how to complete a task without having been specifically programmed to do so.

**(Artificial) Neural Networks** — a series of ‘layered’ algorithms used to analyse, classify, learn from and interpret input data. The values from one layer are fed into the next layer to derive increasingly refined insights.
Artificial Neural Networks are so named because they broadly mimic the biological neural networks in the human brain.

**Operator** — see **User**.

**Robotics** — technologies that enable machines to perform tasks traditionally performed by humans, including by way of **AI** or other related technologies. This series of reports focuses on robots that act fully or partially autonomously, without human intervention.

**Robustness** — the ability of an **AI system** to deal with errors that arise during execution or erroneous input, and to continue to function as intended or without insensible, unexpected or potentially harmful results.

**SAE Levels** — a classification system developed by the Society of Automotive Engineers International, which classifies **autonomous** vehicle technologies according to six levels of increasing automation (and declining human involvement).

**Traceability** — the documentation, in an easily understandable way, of (a) an **AI system**’s decisions, and (b) the **datasets** and processes that yield those decisions (including those of data gathering, data labelling and the **algorithms** used). This provides a means to verify the history, and contexts in which decisions are made.

**Transparency** — various mechanisms or requirements intended to provide additional information to users, regulators and other stakeholders regarding the algorithmic decision-making processes undertaken by **AI systems**, and the input **data** relied on by such systems. Such transparency may be achieved through, for example, disclosure of source code, **explainability** and/or **traceability**. Transparency also implies that **AI systems** should (in practice, and by design) carry out their functions in the way communicated to others (including **users**).

**User** — any natural or legal person who uses an **AI system** for purposes other than development or deployment.

**Verifiability** — the process of ensuring that the outputs of an **AI system** correspond with its intended function or purpose (for example by testing the system using a range of different inputs, or ensuring that a particular input consistently and repeatedly leads to a desired output).
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